
CROWDSTRIKE

MORE THAN 8.5 MILLION COMPUTERS AFFECTED

5000 FLIGHTS CANCELLED BY DELTA

WORKERS IN EUROPE ACROSS BANKS, HOSPITALS, AND OTHER MAJOR INSTITUTIONS 

UNABLE TO LOG IN TO THEIR SYSTEMS. AND IT QUICKLY BECAME APPARENT THAT IT WAS 

ALL DUE TO ONE SMALL FILE.













A WORKAROUND – TAKES TIME AND REQUIRES SNEAKER-NET



PUB IS OPEN



WHAT CAUSED THE CHAOS?

• The Kernal gives access to memory and disk.

• The trade off here is: anything goes wrong, the system must blue screen to protect the 

OS, files etc.

By Bobbo - Own work, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=4392180

CC Image courtesy Winston L Shelton



KERNEL DRIVERS



IN A NUTSHELL

•CrowdStrike is a kernel driver, meaning that it has access to privileged information like the OS memory 
map, etc
•A crash in a Kernel mode application implies a system crash because the alternative is worse (memory 
corruption, etc). This is not a windows only behaviour, all modern OS do it.
•Drivers are usually verified by MS but this process takes days so it's not suitable for CrowdStrike
•CrowdStrike driver (which is signed) dynamically executes non-signed code downloaded from its 
servers instead
•This code was probably not protected against improper behaviour, leading to a null pointer, instead of 
gracefully failing
•Normal drivers do not normally cause the OS to crash on boot but CrowdStrike is a boot start driver 
meaning the OS will refuse to load without it.
•Only recourse is to start in fail safe mode that only loads a limited set of drivers



WHAT DID CROWDSTRIKE LEARN?



THAT’S NOT A BLUE SCREEN OF DEATH



NYSE API: THE MOST EXPENSIVE SOFTWARE BUG
 (SO FAR)



The PowerPeg trade method, famously employed by Knight Trading, was a high-frequency trading (HFT) strategy 

designed to exploit inefficiencies in the stock market. Here's a simplified breakdown:

1.Market Maker Role: Knight acted as a market maker, which means they provided liquidity by offering to buy and sell 

stocks. This helped ensure smooth trading and stable prices.

2."Pegging" Orders: The strategy involved placing buy or sell orders slightly ahead of existing market prices. For 

example, if a stock was trading at $10.00, Knight might place an order to buy at $10.01 or sell at $9.99, essentially 

"pegging" their price near the current market price.

3.Profiting from Small Price Changes: By constantly adjusting their orders and taking advantage of tiny price 

fluctuations, Knight could buy low and sell high (or vice versa) in rapid succession. Each trade might yield only a small 

profit, but because they executed thousands of trades per second, the profits added up.

4.Speed is Key: The success of the PowerPeg method relied on advanced technology and algorithms. Knight used ultra-

fast systems to analyze market data and react instantly to price movements.

5.Market Dynamics: This approach also involved analyzing how other traders were likely to behave. For example, if they 

detected a large order from another trader that might push prices up, Knight could adjust their strategy to profit from 

the anticipated movement.









THERAC-25

•The Therac-25 was a radiation therapy machine developed in the 1980s.

•Its purpose: to treat cancer patients with high-precision radiation therapy.

•Outcome: Overdoses of radiation due to software flaws caused six deaths and severe injuries. 

Image credit: Hackaday



BACKGROUND

•Previous models were mostly hardware based. 

•During this era, it was thought that software could not fail.

•A sole hobbyist programmer worked on the software for the Therac-25. He left in 1986 and his identity 

remains unknown.

•In March, 1983, AECL performs a safety analysis of Therac-25 which apparently excluded an analysis of 

software.









STOP MAKING THESE CLAIMS

•After a patient complained of being burnt, they were told it was impossible.

•A second physicist viewed the patient a couple of weeks later and advised: “That 

looks like the exit dose made by an electron beam”.

•It didn’t look like 200 rads. It was later estimated to be more like 20,000 rads 

(which is hundreds of times great than what you would experience if you were 

standing in a failed reactor at Fukushima).

•The physicist contacted a professional organization to explain what happened.

•He was later contacted by the AECL and told to “Stop making these claims”.



ITS KINDA THE SAME AS BEFORE

• Before release of Therac-25 on the US market, AECL obtained approval to market it from the FDA. 

• This approval was obtained by declaring what FDA called pre-market equivalence. 

• Since the software was based on software already in use, and the linear accelerator was a minor 

modification of existing technology, designation of Therac-25 as equivalent to this earlier 

technology meant that Therac-25 bypassed the rigorous FDA testing procedures. 

• In 1984, 94% of medical devices entered the market in this manner.



INVESTIGATION

• Fritz Hager, the staff physicist at the East Texas Cancer Center in Tyler, Texas was 

instrumental in turning things around here. 

• After the second incident at his facility, he was determined to get to the bottom of the 

problem. In both cases, the Therac-25 displayed a “Malfunction 54” message. The message 

was not mentioned in any documentation. 

• AECL explained that Malfunction 54 meant that the Therac-25’s computer could not 

determine if there was an underdose OR overdose of radiation.



FINALLY – SOME TESTING

• The same radiotherapy technician had been involved in both incidents, so Fritz brought 

her back into the control room to attempt to recreate the problem. 

• The two worked through the night and into the weekend trying to reproduce the 

problem. With the technician running the machine, the two were able to pinpoint the 

issue. 

• The VT-100 console used to enter Therac-25 prescriptions allowed cursor movement via 

cursor up and down keys. If the user selected X-ray mode, the machine would begin 

setting up the machine for high-powered X-rays. This process took about 8 seconds. If 

the user switched to Electron mode within those 8 seconds, the turntable would not 

switch over to the correct position, leaving the turntable in an unknown state.





TRIPPING THE FUSE

• Frank Borger, staff physicist for a cancer center in Chicago proved that the bug also 

existed in the Therac-20’s software. 

• By performing Fritz’s procedure on his older machine, he received similar error, and a 

fuse in the machine would blow. 

• The fuse was part of a hardware interlock which had been removed in the Therac-25.



• 1988 AECL dissolved their medical equipment department and settled law suits.



REFERENCES

• https://ethicsunwrapped.utexas.edu/case-study/therac-25

• https://www.cs.columbia.edu/~junfeng/08fa-e6998/sched/readings/therac25.pdf

• https://www.reddit.com/r/crowdstrike/comments/1e6vmkf/bsod_error_in_latest_crowds

trike_update/

• https://www.crowdstrike.com/en-us/blog/falcon-content-update-preliminary-post-

incident-report/
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